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Image registration is an important ingredient in a wide variety of computer vision applica-
tions. Over the years countless algorithms emerged that allow for robust registration of image
sequences. Unfortunately, high quality results still cannot be guaranteed in any case. Espe-
cially in interactive online systems that strongly rely on results of unsupervised registration
algorithms, techniques for automatic quality analysis and failure compensation are indispens-
able. In this paper we present a new concept for an integrated and fully automatic detection
and analysis of errors in registration. Based on a new metric for registration quality assess-
ment, image differences are robustly detected. In addition, a hierarchical analysis scheme is
proposed that allows to distinguish between various underlying error sources, all having dif-
ferent impacts on a registration result and requesting for individual compensation strategies.

Introduction

2D geometric image registration often forms a fun-
damental and constitutional building block in mod-
ern computer vision systems. In many applica-
tions, like camera motion recovery [ 1], reconstruc-
tion of scene structure [2], or medical and biolog-
ical image analysis [3, 4], results from registration
yield an important basis for higher-level analysis
modules and, thus, significantly influence the over-
all quality of the complete analysis process.

Geometric image registration aims at an identi-
fication of corresponding image parts in sets of im-
ages, e.g., enabling data compression without loss
of information [5] or a reconstruction of camera
motion during acquisition. The registration is usu-
ally based on a parameterised motion model to de-
scribe changes between images of a sequence re-
lated to camera motion [6, 7]. In registration pa-
rameters for the model are estimated so that corre-
sponding image parts can be aligned by transform-
ing the images into a common coordinate frame.

In general, modern techniques allow for robust
image registration and alignment. Nevertheless er-
rors and complete failures may still occur, ren-
dering a fully automatic and unsupervised image

registration impossible. Thus, in interactive vi-
sion systems that strongly rely on registration re-
sults calculated online, it is indispensable to in-
clude fully automatic error detection and compen-
sation mechanisms to enable robust self-recovery
of the systems from serious registration failures.

Unfortunately, automatic and objective quality
assessment of registration results is still an open
issue in the computer vision community, and sys-
tem self-recovery from errors has not yet been ad-
dressed at all. Until now only few papers emerged
directed at automatic quality analysis (e.g., [8]).
Moreover, due to a lack of objective metrics regis-
tration quality assessment is mostly left to the hu-
man user for manual inspection.

In this paper we present a new approach to over-
come this lack of appropriate quality metrics and
automatic error detection mechanisms in registra-
tion. We propose a new integrated analysis concept
that not only allows to automatically defect errors
in registration, but also enables a more detailed
categorisation of these errors with regard to under-
lying error sources. Since each error source has an
individual impact in registration and requires indi-
vidual compensation, this is an indispensable pre-
requisite for fully automatic quality analysis and



error correction. Our approach relies on an objec-
tive metric for image difference detection, com-
bined with various individual analysis pathways
for discriminative error source identification. The
concept is outlined in subsequent sections, starting
with a general discussion of errors in registration.

Registration Quality

The quality of a registration result is directly re-
lated to image differences remaining after an align-
ment of two registered images. However, image
differences are not exclusively related to the regis-
tration process, but can also be due to other un-
derlying error sources only loosely linked to it.
For example, artefacts due to changes in the scene
(e.g., moving objects) or technical properties of the
acquisition device (e.g., vignetting) frequently ap-
pear and have to be distinguished carefully from
effects of geometric registration.
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Figure 1: Differences in image registration, grouped into the two
main error categories and sorted according to impact on result.

In detail, two main classes of image differences
and various underlying error sources have to be
separated from each other for objective evalua-
tion: A) Structural Errors directly related to the
geometric registration process, e.g., caused by an
unappropriate motion model, and B) Visual Er-
rors originating from image differences between
geometrically correctly aligned image pixels. Vi-
gnetting, global illumination changes or moving
objects cause errors of this class (see also Fig. 1).

Unfortunately, quality criteria commonly used
in registration, like the well-known Mean Squared

Error (MSE) or reprojection errors [9], that in prin-
cipal also should allow for quality assessment, usu-
ally are not capable of performing such a discrim-
inative analysis. They often show a lack of lo-
cal sensitivity, most of the time either relying on
unspecific averaging schemes [10] or considering
only subsets of all relevant image pixels [9].

Integrated Analysis Concept

Our approach aims at a robust and distinctive
analysis of image differences and underlying error
sources in geometric registration. It overcomes the
abovementioned problems of existing metrics by
focusing on high local sensitivity, putting strong
emphasis on pixel-wise calculations. In addition,
the two main types of errors as well as differ-
ent underlying error sources are thoroughly distin-
guished applying an integrated analysis scheme.

The concept comprises three layered detection
and analysis stages, as depicted in Figure 2. In
the first stage various pixel-wise difference crite-
ria for error detection are calculated, motivated by
metrics from the field of image quality assessment
[10, 11, 12]. Images of these criteria then form the
base for further analysis steps in the second and
third stage, aiming at a thorough detection of vi-
sual and structural errors as well as different er-
ror sources. The latter two stages include different
analysis pathways individually adjusted to the var-
ious error sources that might affect a registration
result and need to be distinguished. These path-
ways are sketched out in Fig. 3. Below, all three
stages are briefly outlined. Further information can
also be found in [13, 14].

Stage 1: Pixel-wise Differences

Initially three pixel-wise difference measures are
calculated within the overlapping area of two
aligned images. In detail, these are the pixel-wise
image intensity difference, an edge map quan-
tifying differences in local gradient orientation
(cf. [11]), and a risk map characterising local struc-
tural image properties (cf. [12]). These measures,
stored as gray-scale images, yield the input for the
next stage, directed to a distinction of visual and
structural errors.
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Figure 2: Overview of the three-layered concept for quality assessment and distinctive error analysis in geometric image registration.

Stage 2: Structural vs. Visual Errors

As outlined above, structural errors are defined as
image differences due to incorrectly aligned pix-
els, being directly related to structural mismatches
between images. Thus, structural errors can only
be detected in image sections with sufficient struc-
ture. Vice versa visual errors can best be identified
in homogeneous regions. Accordingly, the set of
all image pixels is divided into two groups, either
lying in structured or homogeneous neighbour-
hoods, based on the formerly calculated risk map.
Subsequently structural errors are identified by big
differences in local gradient orientation, and visual
errors by significant intensity differences. The
result of these calculations is given by so called
quality maps that specify existence and location
of structural and visual errors between both im-
ages (Fig. 4). Depending on subsequent analysis
pathways these maps can either be binarised or
represented by gray-scale images (see below).

Stage 3: Error Source Identification

Visual errors most of the time occur either due to
changes within the scene, e.g., local moving ob-
jects and changes in illumination, or due to spe-
cific properties of the acquisition device. In partic-
ular, often vignetting, i.e., a darkening of images
in corners, needs to be distinguished from global
changes. The latter ones can usually be corrected
by global normalisation while vignetting requires
model-based compensation strategies.

Figure 4: Example quality maps, here for structural errors. Left,
gray-scale image, middle and right, maps binarised by thresholding.

Structural errors originate from geometric mis-
alignment of corresponding pixels. This may hap-
pen according to the choice of an unappropriate
model, not matching the requirements of camera
motion and scene structure, and resulting in paral-
lax or local mismatches. Also problems within the
optimisation embedded in the registration stage,
e.g., convergence to local minima, may cause such
errors. Anyway, one of the most important practi-
cal problems are non-linear lens distortions [15].

To distinguish between different error sources
the quality maps undergo specific analysis pro-
cesses (Fig. 3). The energy of the maps correlates
well with the overall registration quality and
visual appearance of registered images. Even
so, for source identification mainly the spatial
distributions of errors are exploited as most of
the error sources are related to specific residual
patterns. Below two example analysis pathways
are outlined in detail.

Example 1 - Vignetting Analysis

To detect vignetting in registered images, we de-
fine the Border-Center-Ratio Rpc of visual errors.
Given the intensity differences of image pixels
lying in homogeneous neighbourhoods, at first a
suitable threshold is applied to detect visual errors
as pixels with big difference. Subsequently the
resulting binarised quality map is downsampled
by dividing it into blocks of size 8 x 8 pixels.
For each block the percentage P,, of pixels with
visual errors is determined. Afterwards a new
quality map is generated where each block is
represented by a single pixel, being either white (if
P, > 0,,, with 0,, a suitable threshold) or black.
Finally, the set of blocks is divided into center
and border blocks, whereas the latter ones cover
approximately the outer third of the image area.
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Figure 3: Overview of the third stage of the integrated concept for detailed error and quality analysis in image registration. Already implemented
and tested pathways are marked with solid red lines, while black dashed lines indicate pathways that will complete the scheme in near future.

Then the ratio Rpc of relative amounts of blocks
with errors in border and center part is calculated.
In case of vignetting significantly more border
than center blocks will show errors (Rgc > 1),
while in case of global illumination changes Rpc
should be ~ 1.

Example 2 - Lens Distortion Identification

Radial lens distortions in registered images have
shown to cause striking radial symmetric patterns
in calculated gray-scale quality maps of structural
errors (cf. Fig. 4). They are the more pronounced
the larger the amount of distortions is. Here the
quality map is given by a downsampled version
of the edge map, considering only pixels in struc-
tured neighbourhoods. To automatically analyse
the patterns we adopt a machine learning approach
based on PCA and SVM regression [14]. The qual-
ity map as a whole is interpreted as a feature vec-
tor. In the first step, principal component analysis
is applied to a given set of training samples with
known distortions to reduce the dimensionality of
the input data. Subsequently, given a subset of 50
eigenvectors as basis, the low-dimensional feature
vectors are used to train a support vector machine
in e-regression mode [16] using RBF kernels. The
trained SVM can then be used to detect distortions
in unknown data, and also to predict their amount.

Experiments

To demonstrate the practical functionality of
our concept, tests were carried out on various im-
age pairs. Here two examples are discussed, show-
ing the detection of vignetting and lens distortions.

For detecting vignetting the Border-Center-
Ratio Rpc is calculated as outlined in the previ-
ous section. In Figure 5 two binary example qual-
ity maps are depicted, showing visual errors de-
tected between registered images suffering from
vignetting (left) and global illumination changes
(right). As expected, on the left Rpc = 14 holds,
while for the right example in this case Rpc = 1.
Accordingly, in both cases the underlying error
source can uniquely be determined.

Figure 5: Binarised quality maps. On the left vignetting occurred in
the images while on the right global illumination changed.

The pathway for lens distortion detection was
tested on a set of artificially distorted images to
have ground-truth. The distortions in each image
pair were quantified using a model-independent
distortion measure A,,e, defined as the average
offset of a subset of image pixels given a certain
amount of distortion. In our experiments A, var-
ied between 0 and ~ 30. PCA and SVM training
was performed on 6000 training image pairs. For
testing, the distortion of 400 test image pairs was
predicted, yielding a minimal Root Mean Squared
Error of 3.8. This shows the potential of our ap-
proach to reliably identify and predict the amount
of distortions in image pairs, based on distributions
of structural residuals in local quality maps.



Conclusion

In this paper a new concept for an integrated
analysis of errors in image registration was dis-
cussed, marking a first step towards fully auto-
matic registration quality assessment and failure
recovery. Initial tests on real data underline the po-
tential of the approach that in contrast to existing
quality metrics allows to distinguish between vari-
ous error types and sources. Current work now fo-
cuses on the completion of the hierarchical analy-
sis scheme, especially aiming to identify local par-
allax and other motion model related errors. In ad-
dition, a more detailed analysis of non-uniform il-
lumination changes will be integrated, e.g., to dis-
tinguish between vignetting and local spot lights.
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